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#### Abstract

In order to generate valid convex lower bounding problems for nonconvex twice-differentiable optimization problems, a method that is based on secondorder information of general twice-differentiable functions is presented. Using interval Hessian matrices, valid lower bounds on the eigenvalues of such functions are obtained and used in constructing convex underestimators. By solving several nonlinear example problems, it is shown that the lower bounds are sufficiently tight to ensure satisfactory convergence of the $\alpha \mathrm{BB}$, a branch and bound algorithm which relies on this underestimation procedure [3].


Key words: convex underestimators; twice-differentiable; interval anlysis; eigenvalues

## 1. Introduction

The mathematical description of many physical phenomena, such as phase equilibrium, or of chemical processes generally requires the introduction of nonconvex functions. As the number of local solutions to a nonconvex optimization problem cannot be predicted a priori, the identification of the global optimum solution of the majority of problems of practical importance poses a stimulating challenge. A bruteforce approach such as complete enumeration of all solutions is not viable. Indeed, it has been shown that such problems are NP-hard [21]. Despite these difficulties, techniques have been developed that successfully address some classes of nonconvex optimization problems. Deterministic optimization methods usually rely on a bounding procedure which generates converging sequences of upper and lower bounds. It is supplemented by a branching scheme which allows the elimination of certain regions of the solution space through successive refinements. Complete exploration of the space is thereby avoided, and the global solution can be attained in reasonable computational times. Numerous alternatives are available both for the branching and the bounding steps. For the latter, the tools of interval analysis may be used [9], [18], or a valid convex underestimating problem can be constructed by exploiting special mathematical features of the original problem. Thus, if the nonconvexities arise from bilinearities only, the convex

[^0]envelope described in [2] provides the desired underestimator. For concave functions, linearization generates the tightest lower bound. Convex underestimators for several special classes of functions, such as biconvex, fractional, trilinear and signomial terms have also been developed $[7],[8],[16],[22],[23]$. In the case of an arbitrary nonconvex function, the use of a convex underestimator based on second-order information was suggested in [3]. It was incorporated in a branch-and-bound algorithm, the $\alpha \mathrm{BB}$, which is based on a difference of convex functions transformation and is applicable to twice-differentiable continuous optimization problems. However, the rigorous construction of the lower bounding problem was only possible in cases where explicit analytical expressions could be derived for the eigenvalues or for bounds on the eigenvalues of the functions present in the problem. In this paper, a new technique is discussed, which provides theoretical guarantees of validity for the construction of quadratic underestimators for general twice-differentiable functions.

## 2. Rigorous Convex Underestimators

### 2.1. The $\alpha$ BB algorithm

The $\alpha \mathrm{BB}$ algorithm [3] is designed to handle problems of the following form :

$$
\begin{array}{rl}
\min _{\mathbf{x}} & f(\mathbf{x}) \\
\text { s.t. } & \mathbf{g}(\mathbf{x})  \tag{1}\\
\mathbf{h}(\mathbf{x}) & \leq 0 \\
\mathbf{x} & \in X \subseteq \Re^{n}
\end{array}
$$

where $f, \mathbf{g}$ and $\mathbf{h}$ belong to $\mathcal{C}^{2}$, the set of twice-differentiable functions, and x is a vector of size $n$.

The algorithm is based on the construction of a branch-and-bound tree and a difference of convex functions transformation for the lower bounding problem. Although many alternatives are available in selecting a branching strategy, all of the schemes advocated for this algorithm correspond to a partition of the solution space into rectangular subdomains. More specific decisions such as which variable(s) to branch on or whether to apply bisection or a higher order section affect the convergence rate of the algorithm. However, these considerations do not modify in any way the theoretical guarantees of global optimality of the solution.

Similarly, the upper bounding step does not present any major difficulties. An evaluation of the optimization problem at a feasible point,
or a local solution obtained through a nonlinear optimization package such as MINOS 5.4 provide the required value.

The lower bounding step, on the other hand, must be very carefully designed so that a valid lower bound on the problem is obtained at all nodes of the tree. For this purpose, the original problem must be transformed into an underestimating convex problem, which can then be solved to global optimality. In special instances where the functions possess known mathematical properties, such as bilinearity or concavity for example, efficient convex lower bounding can be performed using the techniques referred to in the introduction. For general nonconvex functions, it is not possible to resort to a simple scheme such as linearization. Moreover, the only condition imposed on the participating functions is second-order differentiability, so that the underestimating procedure must be applicable to any kind of nonconvexity. As noted in [15], a twice-differentiable function $f(\mathbf{x})$ defined over a region $X$ can be underestimated by the function $\mathcal{L}(\mathbf{x})$ :

$$
\begin{equation*}
\mathcal{L}(\mathrm{x})=f(\mathrm{x})+\alpha \sum_{i=1}^{n}\left(x_{i}^{L}-x_{i}\right)\left(x_{i}^{U}-x_{i}\right) \tag{2}
\end{equation*}
$$

where $\alpha$ is a positive scalar.
Furthermore, it was showed that this underestimator is convex if and only if the following condition is imposed on $\alpha$ :

$$
\begin{equation*}
\alpha \geq \max \left\{0,-\frac{1}{2} \min _{k, \mathbf{x}^{L} \leq \mathbf{x} \leq \mathbf{x}^{U}} \lambda_{k}(\mathbf{x})\right\} \tag{3}
\end{equation*}
$$

where the $\lambda_{k}(\mathbf{x})$ 's are the eigenvalues of the function $f(\mathbf{x})$.
The $\alpha$ parameter, which governs the convexity of the underestimator, therefore depends on the second-order characteristics of the original function. $\alpha$ may thus be viewed as a measure of the degree of nonconvexity of the function $f(\mathbf{x})$ : if $f(\mathbf{x})$ is convex over $X$, all its eigenvalues are positive and $\alpha$ is therefore zero. $\alpha$ increases as the eigenvalues become more and more negative or, equivalently, as $f(\mathbf{x})$ becomes more and more nonconvex.

In certain cases, an analytical expression may be obtained for the minimum eigenvalue of the function $f(\mathbf{x})$ over $X[13],[14]$. However, for an arbitrary $f(\mathbf{x})$, the identification of the smallest eigenvalue requires the solution of a nonconvex optimization problem of the form given in (4).

$$
\lambda_{\min }= \begin{cases}\min & \lambda  \tag{4}\\ \lambda_{\lambda, \mathbf{x}} & \mathcal{P}_{f}(\mathbf{x}, \lambda)=0 \\ & \mathbf{x}^{L} \leq \mathbf{x} \leq \mathbf{x}^{U}\end{cases}
$$

where $\mathcal{P}_{f}(\mathbf{x}, \lambda)$ is the characteristic polynomial of $f(\mathbf{x})$.
Since problem (4) cannot be solved to global optimality using currently available techniques, an exact value for $\lambda_{\text {min }}$ cannot be obtained. An alternative approach to calculating $\alpha$ is therefore required. According to equation (3), a valid lower bound on $\lambda_{\text {min }}$ suffices for the generation of a convex underestimator. This allows a relaxation of problem (4) to a more tractable form, through interval analysis. It is first noted that the coefficients of the characteristic polynomial $\mathcal{P}_{f}(x, \lambda)$ depend on the $x$ variables so that $\mathcal{P}_{f}(x, \lambda)$ represents a family of polynomials with real coefficients. If the natural interval extensions of the coefficients over the domain $X$ are evaluated, the polynomial family $\mathcal{P}_{f}(\mathbf{x}, \lambda)$ can then be transformed into a larger family $\mathcal{P}_{f}(X, \lambda)$ where all the coefficients of $\mathcal{P}_{f}(X, \lambda)$ are intervals. Because the initial family is included into the interval family, the minimum root of the latter provides a valid lower bound on the smallest eigenvalue of $f(\mathbf{x})$.

The family $\mathcal{P}_{f}(X, \lambda)$ contains an infinite number of polynomials, and the identification of the spectrum of its roots appears as a challenging problem. The seminal work of Kharitonov [12] stands as a powerful starting point in tackling it, for it allows the determination of the stability characteristics of any interval polynomial family. A description of how Kharitonov's theorem can be incorporated into a method for the calculation of lower bound on $\lambda_{\min }$ is given in [1]. Considering that the derivation of the interval polynomial family from the Hessian matrix of $f(x)$ is a computationally expensive task, advantage can be taken of Kharitonov-like techniques for the computation of extreme eigenvalues of interval matrices which have been developed in recent years [10], [11]. By working in the matrix space, construction of the characteristic polynomial is avoided.

### 2.2. Interval Hessian Matrices

The Hessian matrix $H_{f}(\mathbf{x})$ of a twice-differentiable function $f(\mathbf{x})$ defined over $X$ can be transformed into an interval matrix $H_{f, X}$. Just as is the case for the characteristic polynomials, the set of matrices described by $H_{f, X}$ contains those defined by $H_{f}(\mathbf{x})$.

$$
\left.\begin{array}{rl}
H_{f}(\mathbf{x}) & =\left(\begin{array}{c}
a_{11}(\mathbf{x}) \cdots \\
\vdots \\
a_{n 1}(\mathbf{x}) \cdots \\
\cdots
\end{array}\right) \\
& \subseteq a_{n n}(\mathbf{x}) \tag{5}
\end{array}\right) .
$$

Hessian matrices possess interesting properties in that they are symmetric and their eigenvalues are real. Some valuable results that exploit these characteristics were presented in [10]. It was shown that the eigenvalues of all the matrices in the family $H_{f, X}$ are bounded by the extreme eigenvalues of a subset of these matrices. In order to determine a lower bound on the smallest eigenvalue $\lambda_{\min }$, it suffices to compute the minimal eigenvalue of $2^{n-1}$ vertex matrices of $H_{f, X}$. Furthermore, a simple rule was developed, allowing the generation of the necessary matrices.

By definition, $\lambda_{\min }$ can be expressed as

$$
\begin{equation*}
\lambda_{\min }=\min _{H \in H_{f, X}}\left(\min _{\|\mathbf{r}\|=1} \mathbf{r}^{T} H \mathbf{r}\right) \tag{6}
\end{equation*}
$$

where $\mathbf{r}$ is a real $n$-dimensional vector, and $H$ is a real matrix with elements $a_{11}, \cdots, a_{n n}$, and belongs to the interval matrix family $H_{f, X}$. Note that the set of all vectors $\mathbf{r}$ spans the surface of the unit sphere.

The challenges presented by problem (6) can be circumvented by devising simple rules that identify a priori the real matrix $H^{*} \in H_{f, X}$ which minimizes the quadratic form $\mathbf{r}^{T} H \mathbf{r}$ for all vectors $\mathbf{r}$ satisfying $\|\mathbf{r}\|=1$.

Equation (6) can be rewritten as

$$
\begin{align*}
\lambda_{\min } & =\min _{H \in H_{f, X}}\left(\min _{\|\mathbf{r}\|=1} \sum_{i=1}^{n} a_{i i} r_{i}^{2}+\sum_{\substack{1 \leq i, j \leq n \\
i \neq j}} a_{i j} r_{i} r_{j}\right)  \tag{7}\\
& =\min _{H \in H_{f, X}}\left(\left(\min _{\|\mathbf{r}\|=1} \sum_{i=1}^{n} a_{i i} r_{i}^{2}\right)+\min _{\|\mathbf{r}\|=1}\left(\sum_{\substack{1 \leq i, j \leq n \\
i \neq j}} a_{i j} r_{i} r_{j}\right)\right)  \tag{8}\\
& =\min _{\|\mathbf{r}\|=1}\left(\sum_{i=1}^{n} a_{i i}^{L} r_{i}^{2}\right)+\min _{H \in H_{f, X}}\left(\min _{\substack{\|\mathbf{r}\|=1}} \sum_{\substack{1 \leq i, j \leq \pi \\
i \neq j}} a_{i j} r_{i} r_{j}\right) \tag{9}
\end{align*}
$$

Thus, the first term has been reduced to a minimization over the surface of the unit sphere and the diagonal elements of the desired matrix $H^{*}$ have been identified as the lower bounds of the diagonal elements of the interval matrix $H_{f, X}$. The second term could be simplified in a similar manner if the sign of the product $r_{i} r_{j}$ were known. Thus, if $r_{i} r_{j}<0$, the ( $i j$ ) and ( $j i$ ) elements of $H^{*}$ should be equal to $a_{i j}^{U}$, while if $r_{i} r_{j} \geq 0$, they should be equal to $a_{i j}^{L}$. This reduction can be achieved by noting that the $n$-dimensional space can be divided into $2^{n}$ orthants inside of which the signs of the elements of vector $r$ remain unchanged. Within each of these orthants, the sign of every
cross product $r_{i} r_{j},(i, j) \in\{1, \cdots, n\}^{2}$, is also conserved. Moreover, due to symmetry about the origin of the coordinate system, there are only $2^{n-1}$ possible combinations of the signs of these cross products, so that $2^{n-1}$ orthants are sufficient to describe all the sign preserving domains of the $r_{i} T_{j}$ products. Let $R_{k}$ denote the set of vectors $\mathbf{r}$ which belong to the $k$ th orthant and for which $\|\mathbf{r}\|=1$. Then, for each orthant $k$, the real matrix $H_{k}^{*} \in H_{f, X}$ which minimizes $\mathrm{r}^{T} H \mathrm{r}$ can be constructed according to the following rule :

$$
\begin{equation*}
H_{k}^{*}=\left[a_{i j}^{k}\right] \quad \forall k \in\left\{1, \ldots, 2^{n-1}\right\} \tag{10}
\end{equation*}
$$

where

$$
a_{i j}^{k}= \begin{cases}a_{i i}^{L} & \text { if } i=j  \tag{11}\\ a_{i j}^{L} & \text { if } x_{i} x_{j} \geq 0, i \neq j \\ a_{i j}^{U} & \text { if } x_{i} x_{j} \leq 0, i \neq j\end{cases}
$$

Therefore, the minimum eigenvalue of the family of matrices $H_{f, X}$ is given by

$$
\begin{align*}
\lambda_{\min } & =\min _{k=1, \cdots, 2^{n-1}}\left(\min _{\mathbf{r} \in R_{k}} \mathbf{r}^{T} H_{k}^{*} \mathbf{r}\right)  \tag{12}\\
& =\min _{k=1, \cdots, 2^{n-1}} \lambda_{k, \min }
\end{align*}
$$

where $\lambda_{k, \text { min }}$ is the minimum eigenvalue of matrix $H_{k}^{*}$ as defined in equation (11).

Note that all $2^{n-1} H^{*}$ matrices are vertex matrices, that is their elements are endpoints of the intervals that appear in matrix $H_{f, X}$. Furthermore, these real matrices are symmetric ( $r_{i} r_{j}=r_{j} r_{i}$ ), and their eigenvalues are therefore real.

Standard methods can be used in order to calculate the minimal eigenvalue of the each vertex matrix. For instance, the rational $Q R$ method with Newton corrections [19] can be applied on the matrix, after reducing it to a symmetric tridiagonal matrix.

Two simple examples are provided here in order to illustrate the procedure.

## Example 1

The following third order polynomial in two variables is studied :

$$
f\left(x_{1}, x_{2}\right)=x_{1}^{3}-x_{1} x_{2}^{2} \text { with }\left(x_{1}, x_{2}\right) \in X=[0,1]^{2}
$$

Its Hessian matrix is

$$
H_{f}\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
6 x_{1} & -2 x_{2} \\
-2 x_{2} & -2 x_{1}
\end{array}\right) \subseteq \quad H_{f, X}=\left(\begin{array}{c}
{[0,6]} \\
{[-2,0][-2,0]} \\
{[-2,0]}
\end{array}\right)
$$

The four sign preserving regions for $x_{1}$ and $x_{2}$ are :

| $x_{1}$ | $x_{2}$ | $x_{1} x_{2}$ |
| :---: | :---: | :---: |
| + | + | + |
| + | - | - |
| - | + | - |
| - | - | + |

Only the first two quadrants $\left(x_{1}, x_{2} \geq 0\right.$ and $\left.x_{1} \geq 0, x_{2} \leq 0\right)$ need to be taken into consideration. The two vertex matrices are then

$$
H_{1}^{*}=\left(\begin{array}{cc}
0 & -2 \\
-2 & -2
\end{array}\right) \quad \text { and } \quad H_{2}^{*}=\left(\begin{array}{cc}
0 & 0 \\
0 & -2
\end{array}\right)
$$

and their smallest eigenvalues are $\lambda_{1, \min }=-1-\sqrt{5}$ and $\lambda_{2, \min }=-2$. Hence $\lambda_{\min } \geq-3.24$. The exact value of $\lambda_{\min }$ can also be calculated for this example (using GAMS [4], for example). It was found that $\lambda_{\min } \approx-2.5$.

## Example 2

The second example presented here is a function of two variables involving trigonometric terms:

$$
f\left(x_{1}, x_{2}\right)=x_{1} \cos x_{2}+x_{2} \sin x_{1}, \text { where }\left(x_{1}, x_{2}\right) \in X=[0,1]^{2}
$$

The corresponding Hessian matrix is

$$
\begin{array}{r}
H_{f}\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
-x_{2} \sin x_{1} & -\sin x_{2}+\cos x_{1} \\
-\sin x_{2}+\cos x_{1} & -x_{1} \cos x_{2}
\end{array}\right) \\
\subseteq \quad H_{f, X}=\left(\begin{array}{ll}
{[-0.842,0]} & {[-0.302,1]} \\
{[-0.302,1]} & {[-1,0]}
\end{array}\right) \tag{13}
\end{array}
$$

The following two vertex matrices are needed in order to evaluate the smallest eigenvalue :

$$
H_{1}^{*}=\left(\begin{array}{cc}
-0.842 & -0.302 \\
-0.302 & -1
\end{array}\right) \quad \text { and } \quad H_{2}^{*}=\left(\begin{array}{cc}
-0.842 & 1 \\
1 & -1
\end{array}\right)
$$

The two minimum eigenvalues are $\lambda_{1, \min }=-1.234$ and $\lambda_{2, \min }=$ -1.925 . This yields a lower bound of -1.925 on the smallest eigenvalue of $H_{f}\left(x_{1}, x_{2}\right)$ over $X$. The exact value is -1.27 .

### 2.3. Analysis of the Interval Hessian Method

The computational effort required by the interval Hessian matrix technique depends exponentially on the number of variables that participate in the original function. An approach based on the decomposition of the functions under consideration into the sum of several terms
seems especially valuable in this context. In addition, it is amenable to the exploitation of mathematical properties (concavity, bilinearity) that may be identified for some of the terms. Even for highly nonlinear functions, it is likely that each individual term only involves a fraction of the independent variables. Thus the generation of one $\alpha$ per term in a function is expected to be much faster than that of one $\alpha$ for the entire function. When using the $\alpha \mathrm{BB}$ algorithm, functions can therefore be decomposed as :

$$
f(\mathrm{x})=L T(\mathrm{x})+C T(\mathrm{x})+\sum_{i=1}^{b t} B T_{i}(\mathrm{x})+\sum_{i=1}^{u t} U T_{i}(\mathrm{x})+\sum_{i=1}^{n t} N T_{i}(\mathrm{x})
$$

where $L T$ is linear term, $C T$ is a convex term, the $B T$ 's are bilinear terms, the $U T$ 's are univariate concave terms and the $N T$ 's are general nonconvex terms. bt, ut and $n t$ denote the numbers of bilinear, univariate concave and general nonconvex terms respectively.

The value calculated for $\lambda_{\min }$ corresponds to the exact minimum eigenvalue for the interval matrix family $H_{f, X}$. However, the fact that the elements of the Hessian matrix of an arbitrary function are not in general independent is overlooked when deriving $H_{f, X}$. This results in an overestimate of the family of matrices encompassed by $H_{f}(\mathbf{x})$ as x varies in $X . \lambda_{\text {min }}$ is then a lower bound on the eigenvalue needed, whose quality depends on the functionality of the elements of $H_{f}(\mathbf{x})$, as well as on the tightness of the bounds on the variable vector $\mathbf{x}$. An update of the bounds on the variables, as well as the calculation of new $\alpha$ values at each iteration of the algorithm can therefore lead to significant speed improvements.

## 3. A Case Study

The $\alpha$ calculations for a highly nonlinear function are studied in order to test the performance of the interval Hessian matrix method.

The illustration presented here involves a single variable, so that attention can be focused on the graphical analysis of the proposed approach. As the solution space is partitioned into several subdomains, the change in $\alpha$ value is recorded, and the improvement in the quality of the lower bounding function is monitored. The piecewise convex underestimator of the overall function, generated by constructing one lower bounding function per subspace according to equation (2), is plotted for different domain sizes. The exact $\alpha$ value can be obtained by repeatedly solving the NLP described in (4) from different starting
points. Comparison of the values thus calculated with those provided by the interval Hessian method also yields valuable information.

The chosen example is that of the molecular conformation of pseudoethane, an ethane molecule in which all the hydrogen atoms have been replaced by $\mathrm{C}, \mathrm{N}$ or O atoms. It is taken from [15], where the global minimum potential energy conformation of small molecules is studied. The Lennard-Jones potential is expressed in terms of a single dihedral angle.

The potential energy of the molecule is given by

$$
\begin{aligned}
f(t)= & \frac{588600}{\left(3 \tau_{0}^{2}-4 \cos \theta \tau_{0}^{2}-2\left(\sin ^{2} \theta \cos \left(t-\frac{2 \pi}{3}\right)-\cos ^{2} \theta\right) r_{0}^{2}\right)^{6}} \\
& -\frac{1079.1}{\left(3 r_{0}^{2}-4 \cos \theta \tau_{0}^{2}-2\left(\sin ^{2} \theta \cos \left(t-\frac{2 \pi}{3}\right)-\cos ^{2} \theta\right) r_{0}^{2}\right)^{3}} \\
& +\frac{600800}{\left(3 r_{0}^{2}-4 \cos \theta \tau_{0}^{2}-2\left(\sin ^{2} \theta \cos (t)-\cos ^{2} \theta\right) r_{0}^{2}\right)^{6}} \\
& -\frac{1071.5}{\left(3 r_{0}^{2}-4 \cos \theta \tau_{0}^{2}-2\left(\sin ^{2} \theta \cos (t)-\cos ^{2} \theta\right) r_{0}^{2}\right)^{3}} \\
& +\frac{481300}{\left(3 r_{0}^{2}-4 \cos \theta \tau_{0}^{2}-2\left(\sin ^{2} \theta \cos \left(t+\frac{2 \pi}{3}\right)-\cos ^{2} \theta\right) r_{0}^{2}\right)^{6}} \\
& -\frac{1064.6}{\left(3 r_{0}^{2}-4 \cos \theta r_{0}^{2}-2\left(\sin ^{2} \theta \cos \left(t+\frac{2 \pi}{3}\right)-\cos ^{2} \theta\right) r_{0}^{2}\right)^{3}}
\end{aligned}
$$

where $r_{0}$ is the covalent bond length $(1.54 \AA)$,
$\theta$ is the covalent bond angle ( $109.5^{\circ}$ ),
$t$ is the dihedral angle ( $0 \leq t \leq 2 \pi$ ).
Note that the contribution from 1-2 and 1-3 atom interactions have not been included in the above formulation since they are constant.

It can be seen from Figure 1 that this highly nonlinear function exhibits three minima in the range $[0,2 \pi]$. The two local minima occur at $t=61.42^{\circ}$ and $t=296.12^{\circ}$, where the potential energy takes on values of $-0.7973 \mathrm{kcal} / \mathrm{mol}$ and $-1.0399 \mathrm{kcal} / \mathrm{mol}$ respectively. The global minimum of $-1.0711 \mathrm{kcal} / \mathrm{mol}$ is observed at $t=183.45^{\circ}$.

Table I shows the exact and computed $\alpha$ 's for the first four partitions of the solution space, while Table II summarizes the results for subsequent levels. The accuracy of the calculated $\alpha$ values is seen to improve rapidly as the size of the search domain is reduced, confirming the importance of supplying tight variables bounds. The numerical value of $\alpha$ is not sufficient to assess the performance of the method since the convergence of the algorithm is largely determined by the separation distance between the function and its underestimator, which depends both on $\alpha$ and the size of the solution space. Tables III and IV give the maximum separation distance for the exact and interval Hessian calculations. Although the former provide much tighter underestimators at the initial levels of the tree, the latter decreases at a faster rate. By plotting the piecewise convex lower bounding function at every level in


Figure 1. Potential energy of pseudoethane as a function of the dihedral angle.
the tree, the rapid improvement in the quality of the underestimator can be visualized (Figures 2 and 3 ).

When the $\alpha B B$ algorithm is used to identify the global optimum solution, convergence to within $10^{-6}$ is achieved in 21 iterations and 1.1 CPU seconds on an HP/730. Figure 4 shows the branch and bound tree as explored during the $\alpha B B$ run. Although the search is initially breadth-first, most nodes on level 5 are fathomed and the solution is quickly identified as the underestimator tightens. Figure 5 provides the branch and bound tree obtained by using the exact $\alpha$ value for each region. It can be seen that the search also starts as a breadth-first process, which then changes to follow depth-first pattern. The global solution is identified at level 6 , one level higher than with the interval Hessian matrix method. For an unconstrained optimization problem in one variable such as this one, the exact eigenvalue at each level can be identified with the help of graphical analysis.

Due to the use of interval arithmetic in the Hessian matrix method, it is important to derive a mathematical expression for the second-order
derivatives which will reduce the occurence of interval over-estimation. In the case of pseudoethane, it is interesting to note that better estimates of the eigenvalue are generated if the potential function is not differentiated in the dihedral angle space but in the $r$ space, where $r$ is the distance between two atoms. Once the $r$-space Hessian has been obtained, it can be expressed in terms of the dihedral angle through a transformation of coordinates. At the first level, for example, a value of 620 is obtained for $\alpha$, as compared with approximately 38,000 using differentiation in the dihedral angle space. The algorithm terminates after 15 iterations and 0.9 CPU seconds. In some instances where explicit expressions for the eigenvalues are not available, the user may therefore be able to provide expressions superior to those obtained through direct differentiation.

## 4. Summary of Computational Experience

The $\alpha$ BB algorithm may be used to solve a variety of problems, and this section presents preliminary results obtained for a selection of nonconvex problems with different mathematical structures. The computational results are summarized in table V. HP1 [6] is a Haverly pooling problem in which the nonconvexities arise exclusively in bilinear terms. Branin, Hartman and Goldstein [5] are highly nonlinear standard unconstrained test problems. The first involves a combination of polynomial and trigonometric terms, the second is the sum of two exponential terms and has two minima. The latter is an eighth degree polynomial in two variables. CNC [17] is a highly nonconvex constrained test problem. Finally, HEN [6] is a heat exchanger network optimization problem, while RN [20] is a reactor network configuration problem.

## 5. Conclusions

The $\alpha \mathrm{BB}$ algorithm presented in [3] is a valuable tool for the global optimization of nonconvex twice-differentiable problems. The main difficulty encountered is the generation of convex underestimating problems, which requires the calculation the minimum eigenvalues of the functions involved, or of a valid lower bound on these eigenvalues. In this paper, a rigorous method for the generation of a lower bound on the eigenvalues of a function defined over a given interval has been described. This technique is characterized by the use of interval Hessian matrices and a mathematical complexity of the order of $2^{n-1}$ where $n$ is the number of variables in the function being studied. Using this
procedure, a small highly nonlinear example has been extensively studied and the convex underestimators were seen to tighten significantly as the solution space is partitioned. As a result, convergence was achieved within a few levels of the branch and bound tree. The algorithm has also been used successfully to solve a number of highly nonconvex problems.
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Table I. Exact and calculated $\alpha$ s for the pseudoethane potential energy function

| Level | Search Domain | Exact $\alpha$ | Calculated $\alpha$ |
| :---: | :---: | :---: | :---: |
| 1 | $[0,2 \pi]$ | 10.7 | $3.810^{4}$ |
| 2 | $[0, \pi]$ | 10.7 | $9.510^{3}$ |
| 2 | $[\pi, 2 \pi]$ | 10.7 | $8.610^{3}$ |
| 3 | $\left[0, \frac{\pi}{2}\right]$ | 10.7 | 944.2 |
| 3 | $\left[\frac{\pi}{2}, \pi\right]$ | 10.4 | 298.9 |
| 3 | $\left[\pi, \frac{3 \pi}{2}\right]$ | 7.9 | 262.0 |
| 3 | $\left[\frac{3 \pi}{2}, 2 \pi\right]$ | 10.7 | 869.2 |
| 4 | $\left[0, \frac{\pi}{4}\right]$ | 10.7 | 56.8 |
| 4 | $\left[\frac{\pi}{4}, \frac{\pi}{2}\right]$ | 0 | 93.5 |
| 4 | $\left[\frac{\pi}{2}, \frac{3 \pi}{4}\right]$ | 10.4 | 41.3 |
| 4 | $\left[\frac{3 \pi}{4}, \pi\right]$ | 5.5 | 87.0 |
| 4 | $\left[\pi, \frac{5 \pi}{4}\right]$ | 4.0 | 75.8 |
| 4 | $\left[\frac{5 \pi}{4}, \frac{3 \pi}{2}\right]$ | 7.9 | 34.5 |
| 4 | $\left[\frac{3 \pi}{2}, \frac{7 \pi}{4}\right]$ | 0 | 84.4 |
| 4 | $\left[\frac{7 \pi}{4}, 2 \pi\right]$ | 10.7 | 56.7 |

Table II. Range for exact and calculated $\alpha$ s for the pseudoethane potential energy function

| Level | Interval <br> width | Range for <br> exact $\alpha$ | Range for <br> Calculated $\alpha$ |
| :--- | :--- | :--- | ---: |
| 5 | $\frac{\pi}{8}$ | $0-10.7$ | $10.2-23.5$ |
| 6 | $\frac{\pi}{16}$ | $0-10.7$ | $2.8-14.0$ |
| 7 | $\frac{\pi}{32}$ | $0-10.7$ | $0.0-10.7$ |
| 8 | $\frac{\pi}{64}$ | $0-10.7$ | $0.0-10.7$ |

Table III. Maximum separation distance between function and underestimator. $\mathcal{L}^{*}$ denotes the exact lower bounding function while $\mathcal{L}$ corresponds to the Hessian matrix calculation

| Level | Search Domain | $\max \left(f-\mathcal{L}^{*}\right)$ | $\max (f-\mathcal{L})$ |
| :--- | :--- | :--- | :--- |
| 1 | $[0,2 \pi]$ | 105.6 | $3.810^{5}$ |
| 2 | $[0, \pi]$ | 26.4 | $2.310^{4}$ |
| 2 | $[\pi, 2 \pi]$ | 26.4 | $2.110^{4}$ |
| 3 | $\left[0, \frac{\pi}{2}\right]$ | 6.6 | 582.4 |
| 3 | $\left[\frac{\pi}{2}, \pi\right]$ | 6.4 | 184.4 |
| 3 | $\left[\pi, \frac{3 \pi}{2}\right]$ | 4.9 | 161.6 |
| 3 | $\left[\frac{3 \pi}{2}, 2 \pi\right]$ | 6.6 | 536.2 |
| 4 | $\left[0, \frac{\pi}{4}\right]$ | 1.7 | 8.8 |
| 4 | $\left[\frac{\pi}{4}, \frac{\pi}{2}\right]$ | 0 | 14.4 |
| 4 | $\left[\frac{\pi}{2}, \frac{3 \pi}{4}\right]$ | 1.6 | 6.4 |
| 4 | $\left[\frac{3 \pi}{4}, \pi\right]$ | 0.8 | 13.4 |
| 4 | $\left[\pi, \frac{5 \pi}{4}\right]$ | 0.6 | 11.7 |
| 4 | $\left[\frac{5 \pi}{4}, \frac{3 \pi}{2}\right]$ | 1.2 | 5.3 |
| 4 | $\left[\frac{3 \pi}{2}, \frac{7 \pi}{4}\right]$ | 0 | 13.0 |
| 4 | $\left[\frac{7 \pi}{4}, 2 \pi\right]$ | 1.7 | 8.7 |

Table IV. Range of maximum separation distance between function and underestimator. $\mathcal{L}^{*}$ denotes the exact lower bounding function while $\mathcal{L}$ corresponds to the Hessian matrix calculation

| Level | Interval <br> width | Range of <br> $\max \left(f-\mathcal{L}^{*}\right)$ | Range of <br> $\max (f-\mathcal{L})$ |
| :--- | :--- | :--- | ---: |
| 5 | $\frac{\pi}{8}$ | $0-0.413$ | $0.393-0.906$ |
| 6 | $\frac{\pi}{16}$ | $0-0.103$ | $0.027-0.135$ |
| 7 | $\frac{\pi}{32}$ | $0-0.026$ | $0-0.026$ |
| 8 | $\frac{\pi}{64}$ | $0-0.006$ | $0-0.006$ |

Table V. Summary of Computational Results

| Problem <br> Name | Number of <br> Variables | Number of <br> Constraints | Number of <br> Iterations | CPU time <br> $(\mathrm{s})$ |
| :--- | :---: | :---: | :---: | :---: |
| HP1 | 9 | 6 | 17 | 2.1 |
| Branin | 2 | 0 | 44 | 2.0 |
| Hartman | 1 | 0 | 22 | 0.8 |
| Goldstein | 2 | 0 | 1092 | 181 |
| CNC | 5 | 6 | 587 | 258 |
| HEN | 8 | 6 | 286 | 677 |
| RN | 6 | 5 | 24 | 22 |






Figure 2. Function and underestimator at different levels of the branch-and-bound tree using calculated $\alpha$ values


Figure 3. Function and underestimator at different levels of the branch-and-bound tree using exact $\alpha$ values


Figure 4. $\alpha \mathrm{BB}$ branch and bound tree for psendoethane example, using calculated $\alpha$ values


Figure 5. $\alpha \mathrm{BB}$ branch and bound tree for pseudoethane example, using exact $\alpha$ values
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